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Beginning of Changes
3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

MME Pool Area: An MME Pool Area is defined as an area within which a UE may be served without need to change the serving MME. An MME Pool Area is served by one or more MMEs ("pool of MMEs") in parallel. MME Pool Areas are a collection of complete Tracking Areas. MME Pool Areas may overlap each other.

Serving GW Service Area: A Serving GW Service Area is defined as an area within which a UE may be served without need to change the Serving GW. A Serving GW Service Area is served by one or more Serving GWs in parallel. Serving GW Service Areas are a collection of complete Tracking Areas. Serving GW Service Areas may overlap each other.

PDN Connection: The association between a PDN represented by an APN and a UE, represented by one IPv4 address and/or one IPv6 prefix (for IP PDN Type) or by the UE Identity (for Non-IP PDN Type).
Default Bearer: The EPS bearer which is first established for a new PDN connection and remains established throughout the lifetime of the PDN connection.

Default APN: A Default APN is defined as the APN which is marked as default in the subscription data and used during the Attach procedure and the UE requested PDN connectivity procedure when no APN is provided by the UE.

eCall Only Mode: A UE configuration option that allows the UE to attach at EPS and register in IMS to perform only eCall Over IMS, and an IMS call to a non-emergency MSISDN or URI for test and/or terminal reconfiguration services. For a short period following either such call, an incoming call (e.g. callback from a PSAP or HPLMN operator) or other incoming session (e.g. for USIM reconfiguration) is possible. At other times when the UE is configured in this mode, the UE is required to refrain from any signaling to a network. Use of eCall Only Mode is configured in the USIM for the UE.

PDN Connection to the SCEF: The association between a UE, represented by the UE Identity, and a PDN represented by an APN to external packet data network via SCEF to allow transfer of Non-IP data. It includes establishment and persistence of T6 connection between MME and SCEF (see TS 29.128 [79]).

Emergency attached UE: A UE which only has bearer(s) related to emergency bearer service.

NOTE 1:
The above term is equivalent to the term "attached for emergency bearer services" as specified in TS 24.301 [46].

LIPA PDN connection: a PDN Connection for local IP access for a UE connected to a HeNB.

SIPTO at local network PDN connection: a PDN connection for SIPTO at local network for a UE connected to a (H)eNB.

Correlation ID: For a LIPA PDN connection, Correlation ID is a parameter that enables direct user plane path between the HeNB and L-GW.

SIPTO Correlation ID: For a SIPTO at local network PDN connection, SIPTO Correlation ID is a parameter that enables direct user plane path between the (H)eNB and L-GW when they are collocated.

Local Home Network: A set of (H)eNBs and L-GWs in the standalone GW architecture, where the (H)eNBs have IP connectivity for SIPTO at the Local Network via all the L-GWs.

Local Home Network ID: An identifier that uniquely identifies a Local Home Network within a PLMN.

Presence Reporting Area: An area defined within 3GPP Packet Domain for the purposes of reporting of UE presence within that area due to policy control and/or charging reasons. In case of E-UTRAN, a Presence Reporting Area may consist in a set of neighbor or non-neighbor Tracking Areas, or eNBs and/or cells. There are two types of Presence Reporting Areas: "UE-dedicated Presence Reporting Areas" and "Core Network pre-configured Presence Reporting Areas" that apply to an MME pool.

RAN user plane congestion: RAN user plane congestion occurs when the demand for RAN resources exceeds the available RAN capacity to deliver the user data for a prolonged period of time.

NOTE 2:
Short-duration traffic bursts is a normal condition at any traffic load level, and is not considered to be RAN user plane congestion. Likewise, a high-level of utilization of RAN resources (based on operator configuration) is considered a normal mode of operation and might not be RAN user plane congestion.

IOPS-capable eNB: an eNB that has the capability of IOPS mode operation, which provides local IP connectivity and public safety services to IOPS-enabled UEs via a Local EPC when the eNB has lost backhaul to the Macro EPC or it has no backhaul to the Macro EPC.

IOPS network: an IOPS network consists of one or more eNBs operating in IOPS mode and connected to a Local EPC.

Local EPC: a Local EPC is an entity which provides functionality that eNBs in IOPS mode of operation use, instead of the Macro EPC, in order to support public safety services.

Macro EPC: the EPC which serves an eNB when it is not in IOPS mode of operation.

Nomadic EPS: a deployable system which has the capability to provide radio access (via deployable IOPS-capable eNB(s)), local IP connectivity and public safety services to IOPS-enabled UEs in the absence of normal EPS

IOPS-enabled UE: is an UE that is configured to use networks operating in IOPS mode.

Cellular IoT: Cellular network supporting low complexity and low throughput devices for a network of Things. Cellular IoT supports both IP and Non-IP traffic.

Narrowband-IoT: a 3GPP Radio Access Technology that forms part of Cellular IoT. It allows access to network services via E-UTRA with a channel bandwidth limited to 180 kHz (corresponding to one PRB). Unless otherwise indicated in a clause, Narrowband-IoT is a subset of E-UTRAN.

WB-E-UTRAN: WB-E-UTRAN is the part of E-UTRAN that excludes NB-IoT.

DCN-ID: DCN identity identifies a specific decicated core network (DCN).

For the purposes of the present document, the following terms and definitions given in TS 23.167 [81] apply:

eCall Over IMS: See TS 23.167 [81].

Next Change
4.2.3
Reference points

S1-MME:
Reference point for the control plane protocol between E-UTRAN and MME.

S1-U:
Reference point between E-UTRAN and Serving GW for the per bearer user plane tunnelling and inter eNodeB path switching during handover. S1-U does not apply to the Control Plane CIoT EPS Optimisation.

S3:
It enables user and bearer information exchange for inter 3GPP access network mobility in idle and/or active state. This reference point can be used intra-PLMN or inter-PLMN (e.g. in the case of Inter-PLMN HO).

S4:
It provides related control and mobility support between GPRS Core and the 3GPP Anchor function of Serving GW. In addition, if Direct Tunnel is not established, it provides the user plane tunnelling.

S5:
It provides user plane tunnelling and tunnel management between Serving GW and PDN GW. It is used for Serving GW relocation due to UE mobility and if the Serving GW needs to connect to a non-collocated PDN GW for the required PDN connectivity.

S6a:
It enables transfer of subscription and authentication data for authenticating/authorizing user access to the evolved system (AAA interface) between MME and HSS.

Gx:
It provides transfer of (QoS) policy and charging rules from PCRF to Policy and Charging Enforcement Function (PCEF) in the PDN GW.

S8:
Inter-PLMN reference point providing user and control plane between the Serving GW in the VPLMN and the PDN GW in the HPLMN. S8 is the inter PLMN variant of S5.

S9:
It provides transfer of (QoS) policy and charging control information between the Home PCRF and the Visited PCRF in order to support local breakout function.

S10:
Reference point between MMEs for MME relocation and MME to MME information transfer. This reference point can be used intra-PLMN or inter-PLMN (e.g. in the case of Inter-PLMN HO).

S11:
Reference point providing control plane between MME and Serving GW. In addition, in order to support Control Plane CIoT EPS Optimisation, the S11-U reference point provides user plane between MME and Serving GW.
S12:
Reference point between UTRAN and Serving GW for user plane tunnelling when Direct Tunnel is established. It is based on the Iu-u/Gn-u reference point using the GTP-U protocol as defined between SGSN and UTRAN or respectively between SGSN and GGSN. Usage of S12 is an operator configuration option.

S13:
It enables UE identity check procedure between MME and EIR.

SGi:
It is the reference point between the PDN GW and the packet data network. Packet data network may be an operator external public or private packet data network or an intra operator packet data network, e.g. for provision of IMS services. This reference point corresponds to Gi for 3GPP accesses.

Rx:
The Rx reference point resides between the AF and the PCRF in the TS 23.203 [6].

NOTE 1:
Except where stated otherwise, this specification does not make an explicit assumption as to whether an interface is intra-PLMN or inter-PLMN.

When data forwarding is used as part of mobility procedures different user plane routes may be used based on the network configuration (e.g. direct or indirect data forwarding). These routes can be between eNodeB and RNC, eNodeB and SGSN, RNC and S‑GW or between S‑GW and SGSN. Explicit reference points are not defined for these routes. These user plane forwarding routes can cross inter-PLMN boundaries (e.g. in the case of Inter-PLMN HO).

Protocol assumption:

-
The S1-U is based on GTP-U protocol;

-
The S3 is based on GTP protocol;

-
The S4 and S11 are based on GTP protocol;

-
The S5 is based on GTP protocol. PMIP variant of S5 is described in TS 23.402 [2];

-
The S8 is based on GTP protocol. PMIP variant of S8 is described in TS 23.402 [2].

-
S3, S4, S5, S8, S10 and S11 interfaces are designed to manage EPS bearers as defined in clause 4.7.2.

NOTE 2:
Redundancy support on reference points S5 and S8 should be taken into account.

Next Change
4.3.3.2
IP header compression function

The IP header compression function optimises use of radio capacity by IP header compression mechanisms.

When Control Plane CIoT EPS Optimisation is supported for PDN connections of IP PDN Type, if the IP header compression based on ROHC framework IETF RFC 5795 [77] is implemented in the MME and the UE, the ROHC profiles defined in TS 36.323 [78] may be supported.
Next Change
4.3.17.8.3.2
SCEF based delivery

When the MME decides to use SCEF based delivery mechanism for Non-IP data, a PDN connection is established towards the selected SCEF. Such a PDN Connection is also known as an "SCEF Connection". The APN used for SCEF based delivery is an FQDN, which either resolves to an SCEF hostname or to an SCEF IP addresss.

The SCEF based delivery is applicable only to the Control Plane CIoT EPS Optimisation (see clause 4.10).

The support of Non-IP data via the SCEF is further defined in TS 23.682 [74].

Next Change
4.3.17.8.3.3.1
General

When support of Non-IP data is provided at the SGi interface, different point-to-point tunneling techniques may be used. Point-to-point tunneling by UDP/IP encapsulation can be used as described in clause 4.3.17.8.3.3.2 below. Other techniques as described in clause 4.3.17.8.3.3 below may be used.

Support for the SGi based delivery of Non-IP data can be used by any UE. That is, it is independent of support for the User Plane CIoT EPS Optimisation and the Control Plane CIoT EPS Optimisation (see clause 4.10).
The P-GW decides at PDN connection establishment based on pre-configuration which point-to-point tunneling technique is used for the SGi based delivery between the P-GW and the AS.

NOTE:
The pre-configuration can be done in the P-GW per APN or based on other criterion such as SLA between operator and 3rd party application service provider, etc.

Next Change
5.10
Multiple-PDN support and PDN activation for UEs supporting "Attach without PDN connectivity"

5.10.1
General

The EPS shall support simultaneous exchange of traffic to multiple PDNs through the use of separate PDN GWs or a single PDN GW. The usage of multiple PDNs is controlled by network policies and defined in the user subscription.. 
The EPS shall support UE-initiated connectivity establishment in order to allow multiple PDN connections to one or more PDNs. It shall be possible for a UE to initiate disconnection from any PDN.

All simultaneously active PDN connections of a UE that are associated with the same APN shall be provided by the same PDN GW.

UE support for multiple PDN connections is optional.
If the Control Plane CIoT EPS Optimisation is supported, 
-
a PDN connection of Non-IP PDN Type may also be served by an SCEF (see TS 23.682 [74]); multiple PDN connections of Non-IP PDN Type may be served by the same or multiple SCEFs; and
-
the MME decides, based on APN Configuration information, whether a PDN connection is served by an SCEF or a PDN GW.
End of Changes
